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Abstract

Autonomous systems, such as self-driving cars, rely on reliable semantic environ-
ment perception for decision making. Despite great advances in video semantic seg-
mentation, existing approaches ignore important inductive biases and lack structured and
interpretable internal representations. In this work, we propose MCDS-VSS, a structured
filter model that learns in a self-supervised manner to estimate scene geometry and ego-
motion of the camera, while also estimating the motion of external objects. Our model
leverages these representations to improve the temporal consistency of semantic seg-
mentation without sacrificing segmentation accuracy. MCDS-VSS follows a prediction-
fusion approach in which scene geometry and camera motion are first used to compensate
for ego-motion, then residual flow is used to compensate motion of dynamic objects, and
finally the predicted scene features are fused with the current features to obtain a tempo-
rally consistent scene segmentation. Our model parses automotive scenes into multiple
decoupled interpretable representations such as scene geometry, ego-motion, and ob-
ject motion. Quantitative evaluation shows that MCDS-VSS achieves superior temporal
consistency on video sequences while retaining competitive segmentation performance.
Code and pretrained models are available in the project website.

1 Introduction
Video semantic segmentation (VSS) is the task of assigning a categorical label to each pixel
in every frame of a video sequence [56]. This task is highly relevant in the field of robotics,
where understanding and interpreting scenes from video is crucial for many applications,
e.g. autonomous driving [39] or indoor service tasks [35]. Thanks to the availability of high-
quality image datasets, semantic segmentation of automotive scenarios has recently seen
tremendous progress [6, 48, 55]. However, obtaining temporally consistent segmentation
of video sequences still remains a challenge due to the lack of large-scale annotated video
datasets and the lack of suitable inductive biases for video processing.

© 2024. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.

Citation
Citation
{Zhou, Porikli, Crandall, Vanprotect unhbox voidb@x protect penalty @M  {}Gool, and Wang} 2022

Citation
Citation
{Siam, Gamal, Abdel-Razek, Yogamani, Jagersand, and Zhang} 2018

Citation
Citation
{Seichter, K{ö}hler, Lewandowski, Wengefeld, and Gross} 2021

Citation
Citation
{Chen, Zhu, Papandreou, Schroff, and Adam} 2018

Citation
Citation
{Wang, Sun, Cheng, Jiang, Deng, Zhao, Liu, Mu, Tan, Wang, etprotect unhbox voidb@x protect penalty @M  {}al.} 2020

Citation
Citation
{Zhao, Shi, Qi, Wang, and Jia} 2017

https://sites.google.com/view/mcds-vss/home
behnke
Schreibmaschine
35th British Machine Vision Conference (BMVC), Glasgow, UK, 2024.



2 VILLAR-CORRALES ET AL.: MCDS-VSS: VIDEO SEMANTIC SEGMENTATION

To address these limitations, existing VSS models enforce temporal continuity by propa-
gating features across multiple frames through the use of unstructured recurrent networks [32,
38], optical flow models [9, 10], or transformers [25, 47]; thus exploiting temporal correla-
tions in the video sequences in a data-driven manner.

However, these models ignore specific properties from the target domain, which could
potentially be incorporated into the model architecture in order to improve its performance
and generalization capabilities. For instance, in the automotive domain, the observations
taken from a moving vehicle can be decomposed into static background features, which
move only due to the ego-motion of the vehicle, and dynamic object features that correspond
to moving objects. Incorporating such motion and geometric inductive biases into the net-
work architecture can lead to models producing a more temporally consistent interpretation
of the scene, outperforming models that attempt to learn these properties solely from data.

To test this hypothesis, we propose MCDS-VSS, a structured recurrent model that explic-
itly incorporates geometry and motion inductive biases from the moving camera dynamic
scene (MCDS) domain in order to improve the temporal consistency of a segmentation net-
work. MCDS-VSS follows a prediction-fusion approach in which ego-motion is compen-
sated by projecting scene features into the current time-step using estimated scene geometry
and estimated camera motion. Estimated residual flow is then used to compensate for object
motion. Finally, the predicted features are fused with the features extracted from the current
frame to obtain a temporally consistent semantic segmentation of the scene.

Through self-supervised learning (SSL), MCDS-VSS learns to estimate scene geometry
and ego-motion. It also estimates motion of additional moving objects (e.g. pedestrians or
vehicles), and hard-wires our knowledge from the MCDS domain to project the previous
scene features into the current time-step using these representations. The structured design
of our filter allows us to factorize the perceived complex changes in the scene into simpler
factors of variation; thus easing the modeling of temporal information.

Our experiments show that MCDS-VSS improves the temporal consistency of a segmen-
tation model without compromising its segmentation performance, outperforming VSS base-
lines which ignore moving camera dynamic scene inductive biases, and performing compa-
rably to state-of-the-art VSS models. Furthermore, MCDS-VSS parses an automotive scene
into interpretable internal representations, such as depth, camera motion, and object flow.

In summary, our contributions are as follows:
• We propose MCDS-VSS, a structured recurrent filter that improves the temporal con-

sistency of a segmentation model without sacrificing segmentation performance.

• MCDS-VSS learns depth and ego-motion in a self-supervised way, and uses these
representations together with estimated object motion to propagate scene features.

• Our model outperforms existing VSS baselines on Cityscapes—achieving superior
temporal consistency and parsing the scene into human-interpretable representations.

2 Related Work
Video Semantic Segmentation: VSS methods are often divided into two distinct cate-
gories. The first class aims to reduce the computational cost and improve the efficiency
of segmentation models, instead of naively encoding and interpreting every single input
frame. Several methods improve the efficiency by propagating and reusing features ex-
tracted from selected key frames [20, 59]; whereas other approaches achieve efficiency by
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employing lightweight neural network blocks [31, 36] or by distilling the information from
large teacher models into smaller models [27]. The second category, to which our proposed
method belongs, aims to improve the semantic segmentation performance and temporal con-
sistency by exploiting the temporal continuity of video streams. Some methods exploit tem-
poral dependencies between video frames and improve the consistency of the predicted seg-
mentation maps by combining image segmentation models with recurrent neural networks
(RNNs) [32, 36, 38, 44] or with attention-based modules [23, 25, 40, 41, 47]. Another family
of works use an optical flow module to compute the feature correspondence between consec-
utive frames, and then use this flow for predictive feature learning [2, 9, 19, 27, 43, 50, 59].

Our method belongs to the latter category of VSS models. However, unlike aforemen-
tioned approaches, MCDS-VSS incorporates assumptions from the domain of moving cam-
eras and dynamic scenes into the model design, and computes interpretable intermediate
geometry and motion-aware representations, which lead to accurate and temporally consis-
tent video segmentation results.

Improving Segmentation via Depth & Camera Motion Estimation: Self-supervised
depth estimation (SSDE) aims to learn the scene geometry from unlabeled monocular videos,
without any recorded depth information. This is often achieved by training a neural network
to jointly predict the scene depth and camera ego-motion between two video frames, syn-
thesizing the second frame from the first using differentiable warping, and minimizing a
photometric loss function [4, 11, 14, 46, 57].

The interplay between semantic segmentation and SSDE has been studied for various
tasks, including depth estimation [52], domain adaptation [15, 22, 49], and semi-supervised
learning [17, 29]. These models exploit SSDE as an additional source of supervision, help-
ing segmentation models learn high-level semantic features, especially when few labeled
samples are available.

Several works have investigated the use of depth and motion for semantic segmenta-
tion in videos. Approaches like [1, 5, 37, 58] segment dynamic scenes by jointly process-
ing video frames with depth information captured by LiDAR scanners; whereas methods
like [7, 21, 28, 34] use depth and camera pose information in combination with a semantic
segmentation model in order to improve the segmentation performance by enforcing consis-
tency between predictions from multiple viewpoints. Recently, depth-aware panoptic seg-
mentation models [30, 33, 51] aim to jointly solve the tasks of panoptic segmentation and
depth estimation by extending a segmentation model with a depth decoder and conditioning
its prediction using instance-masks.

The method most similar to ours is Wagner et al. [45], which leverages depth and camera
motion learned in a supervised manner to improve the performance of a segmentation model
on video sequences. However, this method has several limitations, including not modeling
moving objects and requiring ground truth depth and poses, thus limiting its applicability. In
contrast, MCDS-VSS addresses the limitations, being able to process challenging dynamic
scenes with moving cameras, even in the absence of depth information and camera poses.

3 MCDS-VSS Structured Filtering Method

We propose MCDS-VSS, illustrated in Figure 1, a structured filter that improves the temporal
consistency of a semantic segmentation model on moving camera dynamic scene scenarios.
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Figure 1: MCDS-VSS structured filter. Scene depth dt−1, ego-motion C t
t−1, and object-

motion F t
t−1 are used to project scene features st−1 to the current time t, where they are fused

with current image features ht to obtain a temporally consistent semantic segmentation ŷt .

MCDS-VSS learns in a self-supervised way to estimate geometry and motion representa-
tions, i.e., scene depth and camera ego-motion. It also estimates the motion of other agents
in the scene, and uses these human-interpretable representations to propagate abstract scene
features over time, thus improving its segmentation performance and temporal consistency.

MCDS-VSS is composed of an image encoder Ex, a structured filter, and a segmentation
decoder Dy. It receives as input a sequence of RGB frames X = {x1, ...,xT} and encodes
them into feature maps {h1, ...,hT}, which are then recursively processed to integrate tem-
poral information, and decoded into semantic segmentation maps Y = {ŷ1..., ŷT}.

3.1 Learning of Geometry & Motion

MCDS-VSS learns in a self-supervised manner to estimate scene geometry and camera mo-
tion, which are then used to improve the temporal consistency of a segmentation model.
Figure 2 illustrates our two-step self-supervised approach for learning the scene geometry
with camera motion and for distillation of object dynamics.
Scene Geometry and Ego-Motion: We train our model to predict the monocular depth and
camera pose transformation of the vehicle in a self-supervised manner by solving a novel
view-synthesis pretext task in which a target image xt is rendered from a source image xt−1
by modeling the static scene features that change due to the ego-motion [13, 57].

To predict the scene geometry, MCDS-VSS incorporates a depth decoder Dd that outputs
the depth dt and inverse depth d/

t
1 of the scene given the input feature maps ht ; whereas

to compute the camera motion between two images we employ a motion encoder Em that
computes motion features between two sets of feature maps, and an ego-motion decoder Dc,
which predicts the camera transformation between two time steps C t

t−1, parameterized as a
6-dimensional vector containing the translation parameters and Euler angles of the camera
transformation matrix. We then render the ego-warped image x̂ego

t using the estimated scene

1With slight abuse of notation, we denote the d/
t as disparities.
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(a) SSL of depth and ego-motion. (b) Distillation of object-motion.

Figure 2: Learning geometry and motion. a) We learn the scene depth dt−1 and ego-motion
C t

t−1 in a self-supervised manner given two video frames by enforcing a photometric loss
LPhoto between the ego-warped x̂ego

t and target frames xt , as well as a depth regularization
LReg. b) Given an ego-warped image, we train a residual flow decoder to predict the residual
optical flow F̂ t

t−1 that parameterizes the dynamics of moving objects in the scene by distilling
a pretrained RAFT model.

depth and ego-motion:

x̂ego
t = Ffwd(xt−1,dt−1,C t

t−1,K), (1)

where K ∈R3,3 are the camera intrinsic parameters, and Ffwd is the forward rendering func-
tion proposed in [24]. If the depth and ego-motion estimates are accurate, the resulting
warped images should match the target images except for occluded regions and moving ob-
jects. Therefore, as illustrated in Figure 2a, we train the modules for self-supervised depth
and ego-motion estimation by optimizing the following loss function:

LDepth = LPhoto(x̂
ego
t ,xt)+λReg ·LReg(d/

t−1), (2)

LPhoto =
α

2
(1−SSIM(x̂ego

t ,xt))+(1−α)||x̂ego
t −xt ||1, (3)

LReg = |∂xd̃/
t |e−|∂xxt |+ |∂yd̃/

t |e−|∂yxt |, (4)

where ∂x and ∂y are the spatial gradients in the x- and y-directions, SSIM is the structural
similarity index, and d̃/ is the normalized disparity map. LPhoto is a photometric loss that
measures the difference between the ego-warped and target images, and LReg is an edge-
aware smoothing regularization [12] that encourages the normalized disparity maps to be
locally smooth, except on the image edges. To mitigate the effect of disocclusions and
moving objects during training, we use the auto-masking and per-pixel minimum processing
steps proposed in [13].

Object Motion: Assuming static scenes as well as accurate depth and ego-motion estimates,
the predicted ego-warped images x̂ego

t are identical, up to occluded regions, to the target
images xt . Hence, we make the assumption that any major differences between such frames
must be explained by external moving objects (e.g. driving cars or pedestrians).

As illustrated in Figure 2b, we estimate the residual optical flow F̂ t
t−1 between the ego-

warped and target images, which encodes the dynamics of moving objects, by training a
residual flow decoder Rf while keeping all other modules frozen. The residual flow F̂ t

t−1
is parameterized as a 2D flow field that encodes the per-pixel motion in the horizontal and
vertical directions needed to align the ego-warped images x̂ego

t to the corresponding target
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images xt . Rf is trained to match the optical flow predictions of the large state-of-the-art
optical flow model RAFT [42]:

LFlow = ||F̂ t
t−1−F t

t−1||1. (5)

3.2 Structured Filter

The modules and representations described in Section 3.1 form the core of the MCDS-VSS
structured filter, which is depicted in Figure 1. It propagates information over time using two
different filter states, namely a scene state s that encodes the scene contents and geometry,
and a camera state c that encodes the ego-motion of the vehicle.

It consists of six components: ego-motion filter, depth estimation, ego-motion compen-
sation, residual flow estimation, object motion compensation, and feature fusion.
Ego-Motion Filter: The ego-motion filter extends the motion encoder Em and ego-motion
decoder Dc modules in order to aggregate motion information over time and enforce the
prediction of temporally consistent ego-motion. The temporal integration is achieved via a
motion update module, which is implemented as a ConvGRU [3] recurrent layer that jointly
processes the motion features and previous camera state ct−1, and outputs an updated camera
state ct from which the ego-motion can be then predicted:

ct = ConvGRU(Em(ht ,ht−1),ct−1), C t
t−1 =Dc(ct). (6)

Depth Estimation and Ego-Motion Compensation:. Given the past scene state st−1, the
depth decoderDd computes the depth map dt−1. This scene geometry and the estimated ego-
motion C t

t−1 are used as in Equation (1) to project st−1 to time t. The resulting ego-warped
scene state sego

t encodes scene contents and geometry after compensation for ego-motion.
Residual Flow Estimation and Object Motion Compensation: These modules model dy-
namic objects in the scene, such as pedestrians or vehicles, and update the scene state to
compensate for the motion of such objects. We jointly process the ego-warped scene state
sego

t and the current image features ht with the residual flow decoderRf in order to compute
the residual flow F̂ t

t−1, which represents the pixel displacement of moving objects between
consecutive time steps. The ego-warped features sego

t are then projected into the current
time-step by applying the displacement encoded in the residual flow map, followed by bi-
linear interpolation to obtain valid coordinate values. The resulting features sfull

t not only
incorporate the motion of dynamic objects in the scene, but can also correct alignment errors
between sego

t and ht that might occur due to inaccurate depth or ego-motion estimates.
Feature Fusion: While the previous modules propagate scene features over time, the feature
fusion module allows MCDS-VSS to combine the projected scene features sfull

t with the
observed encoded features ht . This fusion operation is performed by an update gate mask
u∈ [0,1], which determines in a data-driven manner for each feature map and spatial location
whether one can rely on the current features ht or on prior knowledge propagated through the
filter sfull

t . The resulting fused scene features st are part of the next state of the MCDS-VSS
filter. More formally, this process can be described as:

u = σ(Convs(sfull
t )+Convh(ht)+b,) (7)

st = u� sfull
t +(1−u)�ht , (8)

where Convs and Convh are convolution blocks, b a learned bias, and σ the sigmoid function.
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Table 1: MCDS-VSS training stages and hyper-parameters.
Stage Training Goal Loss Function LR # Imgs

1 Segmentation & SSL Geometry LSegm +λD ·LDepth (2) 2 ·10−4 3
2 Distillation of Object Motion LFlow (5) 1 ·10−4 2
3 Ego-Motion Filter LEgo (9) 8 ·10−5 6
4 Temporal Integration LSegm +λTC ·LTC (10) 8 ·10−5 6

3.3 Model Training

MCDS-VSS consists of multiple components addressing different subtasks: depth estima-
tion, ego-motion estimation, ego-motion compensation, object motion estimation, object
motion compensation, and feature fusion. Naively training such a model in an end-to-end
manner with a video segmentation objective can result in bad local optima, where the model
does not learn interpretable representations (e.g. depth or object flow).

To ease the training process, we propose a multi-stage training procedure in which we
first train the encoder and decoder modules using image pairs or triplets, and then integrate
and train the filter modules using sequences of six frames in order to gather scene context
information and improve the segmentation performance and temporal consistency while re-
taining interpretable representations.

MCDS-VSS undergoes a four-stage training process, outlined in Table 1. Initially, as
detailed in Section 3.1, MCDS-VSS encoder and decoder modules are jointly trained for
self-supervised learning of geometry and ego-motion, as well as for semantic segmenta-
tion by minimizing a combination of cross entropy LSegm and SSL geometry LDepth losses.
Following [13], we use image triplets (xt−τ ,xt ,xt+τ), with xt being the target image and τ

being the temporal distance between source and target frames used during this first training
stage. Subsequently, we train the residual flow decoder using image pairs as described in
Section 3.1 while keeping the remaining modules frozen. In the third stage, with the goal of
improving the temporal continuity of the predicted ego-motion, we train the ego-motion filter
and compensation using short video sequences of length T by minimizing the loss function:

LEgo =
1
T

T

∑
t=1
LPhoto(x̂

ego
t ,xt), (9)

which enforces the model to compute accurate camera motion estimates in order to align the
ego-warped state with the current observations. Finally, in the last training stage we jointly
train the feature fusion module and fine-tune the segmentation decoder by minimizing the
following loss function:

L=
1
T

T

∑
t=1
LSegm(ŷt ,yt)+λTC ·LTC(ỹt , ŷt), (10)

where LSegm is the cross entropy loss function and LTC is a temporal consistency regular-
izer that enforces the segmentation ỹt computed by decoding sfull

t to be close to the actual
predicted segmentation maps ŷt .
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Table 2: Comparison of image and video segmentation models on the Cityscapes validation
set using small (left) and larger (right) backbones. We evaluate the segmentation accuracy
(mIoU) and temporal consistency (TC) of the models. Best two results are highlighted in
boldface and underlined, respectively.

Cityscapes
Model Backbone mIoU↑ TC↑

DeepLabV3+ [6] ResNet18 75.2 69.8
Accel [20] ResNet18 72.1 70.3
SKD [26] ResNet18 74.5 68.2
ETC [27] PSPNet18 73.1 70.6
ETC [27] MobileNetV2 73.9 69.9
TCNet [43] ResNet18 62.2 72.1
TDNet [18] BiSeNet18 75.0 70.2
TDNet [18] PSPNet18 76.8 70.4
STT [25] BiSeNet18 75.8 71.4
STT [25] ResNet18 77.3 73.0
MCDS-VSS (ours) ResNet18 75.1 74.5

Cityscapes
Model Backbone mIoU↑ TC↑

HRNetV2 [48] HRNetV2 76.3 70.6
Accel [20] ResNet50 74.2 -
ETC [27] HRNetV2 76.4 70.1
ETC [27] ResNet50 77.9 72.3
AuxAdapt [53] HRNetV2 76.6 75.3
PC [54] HRNetV2 76.4 71.2
TCNet [43] HRNetV2 72.7 74.7
STT [25] BiSeNet34 77.3 72.0
MCDS-VSS (ours) HRNetV2 77.1 75.3

4 Experimental Evaluation

4.1 Experiment Setup

Dataset: We evaluate MCDS-VSS on the Cityscapes [8] dataset, which contains 5,000 auto-
motive video sequences recorded in 50 German cities. Each sequence contains 30 images of
size 1024×2048, where only the 20th frame is annotated. This dataset is a good benchmark
for our model, since it contains real-world dynamic scenes recorded from a moving vehicle.
We augment the data using color jittering, mirroring and random cropping.
Evaluation Metrics: We evaluate the segmentation performance and temporal consistency
of our model. The performance is evaluated using the mean Intersection-over-Union (mIoU).
Following [27], we measure the temporal consistency (TC) of our predicted segmentation
maps by computing the mean flow warping error between every two neighboring frames.
Our results are computed using single-scale testing on the full image resolution.
Implementation Details: We train two MCDS-VSS variants using distinct image encoder
and segmentation decoder architectures. Namely, a small variant based on DeepLabV3+ [6]
with ResNet18 [16] backbone, and a larger variant based on HRNetV2 [48]. The depth and
pose decoders closely follow [13], which output inverse depth maps and a 6-dimensional
vector containing the camera translation and Euler angles, respectively. Finally, our residual
flow decoder is a lightweight version of RAFT [42], for which, to integrate into our filter, we
replace the context and feature encoders with a single convolutional block. We emphasize
that MCDS-VSS is architecture-agnostic and could be implemented with different model
designs. Further implementation details are provided in the supplementary material.

4.2 Comparison with Existing Methods

In Table 2, we quantitatively compare MCDS-VSS with several existing image and video
segmentation models using small (left) and larger (right) backbones. For both variants,
MCDS-VSS achieves the highest temporal consistency among all compared methods, while
retaining a competitive segmentation performance. Furthermore, in contrast to other ap-
proaches aiming to improve the TC of a segmentation model, e.g. TCNet [43], MCDS-VSS
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Figure 3: Qualitative evaluation on a validation sequence of five frames. a) Input frames,
b) HRNetV2, c) MCDS-VSS (ours), d) Estimated scene depth, e) Estimated residual flow.
We highlight areas of the segmentation masks where MCDS-VSS obtains visibly more ac-
curate and temporally consistent segmentations, such as the traffic signs or the bus, which
HRNetV2 mislabels as truck.

does not sacrifice segmentation performance in order to improve the temporal consistency,
outperforming multiple VSS models for both backbone variants.

In Figure 3, we show a qualitative result comparing MCDS-VSS with the HRNetV2
baseline on a validation sequence of five frames. Whereas the baseline mislabels the bus
as a truck and outputs inconsistent segmentation labels on certain regions such as the traffic
signs, our method achieves more accurate and temporally consistent segmentations, predict-
ing more stable semantic labels across video frames. Furthermore, we show MCDS-VSS
interpretable intermediate representations, such as the estimated scene depth and residual
optical flow, which encodes the movement of the vehicles in the scene, as well as corrections
for the hood of the ego-vehicle. Further experiments and visualizations can be found in the
supplementary material.

4.3 Ablation Study
To understand the effectiveness of MCDS-VSS, we ablate our filter design and measure the
contribution of different steps in our training process.
Filter Design: Given the same DeepLabV3+ model trained with the SSL procedure de-
scribed in Section 3.1, we compare MCDS-VSS with different filter designs, including un-
structured RNNs (ConvGRU) [32, 38], optical-flow based filters [10] (flow-only), and a
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Table 3: Comparison of various filter de-
signs. We highlight the diff. to baseline.

Results
Model mIoU↑ TC↑

ResNet18 + SSL 74.76 70.73
+ ConvGRU [38] 73.37 (-1.39) 69.64 (-1.09)
+ Flow-Only [10] 74.95 (+0.19) 73.19 (+2.46)
+ Geom-Only [45] 74.90 (+0.14) 73.80 (+3.07)
+ MCDS-VSS 75.07 (+0.31) 74.53 (+3.80)

Table 4: Effect of SSL geometry & motion and
MCDS-VSS. We highlight the diff. to baseline.

Results
Model mIoU↑ TC↑

ResNet18 75.17 69.89
+ SSL Geom. & Motion 74.76 (-0.44) 70.73 (+0.91)
+ MCDS-VSS 75.07 (-0.10) 74.53 (+4.64)

HRNetV2 76.32 70.58
+ SSL Geom. & Motion 76.45 (+0.13) 71.65 (+1.07)
+ MCDS-VSS 77.14 (+0.82) 75.34 (+4.76)

MCDS-VSS variant modeling only the static scene features (geom-only) [45]. The results,
reported in Table 3, show that filter designs that project scene features using geometry and
motion representations outperform the ConvGRU, which learns to model the video dynamics
solely from data. Furthermore, MCDS-VSS, which decouples the modeling of static and dy-
namic scene features, achieves the best segmentation performance and temporal consistency
among the compared filter designs.
Model Ablation: In Table 4 we measure the effect that our joint training procedure of se-
mantic segmentation and SSL depth and ego-motion, as well as the MCDS-VSS filter have
on the segmentation performance and temporal consistency. For two different segmenta-
tion models, i.e. DeepLabV3+ with a ResNet18 backbone and HRNetV2, we compare the
results after each training stage with those of the model trained for image segmentation
only. First, we note that jointly learning semantic segmentation with SSL depth and ego-
motion estimation improves the temporal consistency without significantly compromising
the segmentation performance. We argue that the joint training procedure allows the model
to encode the input frames into more robust geometry-aware representations. Finally, the
MCDS-VSS filter significantly improves the temporal consistency (>4.6% w.r.t base model),
while almost matching the segmentation performance of the base DeepLabV3+ model, and
even outperforming HRNetV2.

5 Conclusion
We proposed MCDS-VSS, a structured recurrent model for VSS, which learns in a self-
supervised manner to estimate scene geometry and camera ego-motion. It also estimates the
motion of external objects and leverages these representations to improve the temporal con-
sistency of a semantic segmentation model without sacrificing segmentation performance.
MCDS-VSS follows a prediction-fusion approach in which scene geometry and camera mo-
tion are first used to compensate for ego-motion, then residual flow is used to compen-
sate the motion of dynamic objects, and finally the projected features are fused with the
current observations in order to obtain a temporally consistent representation of the scene.
In our experiments, we showed that MCDS-VSS outperforms multiple VSS baselines on
Cityscapes—achieving superior segmentation temporal consistency and parsing the scene
into human-interpretable representations, such as depth, ego-motion and object flow.
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