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Abstract. The use of standard platforms in the �eld of humanoid rob ot-
ics can lower the entry barrier for new research group s, and accel erat e
research by the facilitat ion of co de sharing. Numerou s humanoid stan-
dard platforms exist in the lower size ranges of up to 60 cm, but b eyon d
that humanoid rob ots scale up quickly in weight and price, b ecoming
less a�ordable and more di�cult to op erate, maintain and mo dify. Th e
igus r Humanoid Op en Platform is an a�ordable, fully op en-source plat-
form for humanoid research. At 92 cm, th e rob ot is capable of ac ting in an
environment meant for humans, and is equipp ed with enough sen sors , ac-
tuators and computing p ower to supp ort res earchers in many �el ds. The
structure of the rob ot is entirely 3D printed, leading to a lightweight and
visually app ealing design. T his pap er c overs the mechanical an d electri-
cal asp ects of the rob ot, as well as the main features of th e corresp ond ing
op en-source ROS software. At R ob oCup 2016, the p latform was awarded
the �rst International HARTING Op en S ou rce Prize.

1 Intr o duction

The �eld of humanoid r ob otics is enjoying increasing p opularity, with many
research groups having develop ed rob otic platf orms to investigate topics such as
p erception, manipulation and bip edal walking. The entry barrier to such research
can b e signi�cant though, and access to a standard humanoid platform can allow
for greater fo cus on research, and facilitates collab oration and co de exchange.
The igus r Humanoid Op en Platform, describ ed in this pap er, is a collab ora-

tion b etween researchers at the University of Bonn and igus r GmbH, a leading
manufacturer of p olymer b earings and energy chains. The platform seeks to
close the gap b etween small, alb eit a�or dable, standard humanoid platforms,
and larger signi�cantly more exp ensive ones. We designed the platf orm to b e as
op en, mo dular, maintainable and customis able as p ossible. The use of almost
exclusively 3D printed plastic parts for the mechanical comp onents of the rob ot
is a result of this mindset, which also simpli�es the manufacture of the rob ots.
This allows individual par ts to b e easily mo di�ed , reprinted and replaced to ex-
tend the capabilities of the rob ot, shown in Fig. 1. A demonstration video of the
igus r Humanoid Op en Platform is available. 1

1 Video: https://www.youtube.com/watch?v=RC7ZNXclWWY
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Fig. 1. The igus r Humanoid Op en Platform and its kinematic structure.

2 Related Work

A numb er of standard humanoid rob ot platforms have b een develop ed over the
last decade, such as for example the Nao rob ot by Aldebaran Rob otics [1]. The
Nao comes with a rich set of features, such as a variety of available gaits, a
programming S DK, and human-machine interaction mo dules. The rob ot however
has a limited scop e of use, as it is only 58 cm tall. Also, as a proprietary pro duct,
own hard ware repairs and enh an cements are di�cult. Another example is the
DARwIn-OP [2], distributed by Rob otis. At 45:5 cm, it is half the size of the
igus r Humanoid Op en Platform. The DARwIn-OP has the b ene�t of b eing an
op en platform, but its size remains a limiting factor for its range of applications.
Other signi�cantly less widely disseminated rob ots include the Intel Jimmy

rob ot, the Poppy rob ot from the Inria Flowers Lab oratory [3], and the Jinn-Bot
from Jinn-Bot Rob otics & Design GmbH in Switzerland. All of these rob ots
are at least in part 3D printed, and the �rst two are op en source. The Jimmy
rob ot is intended for so cial int eractions and comes with software based on the
DARwIn-OP framework. The Poppy rob ot is int ended for non-autonomous use,
and features a multi-articulated bio-inspired morphology. Jinn-Bot is built from
over 90 plastic parts and 24 actuators, making for a complicated build, and is
controlled by a Java application running on a smartphone mounted in its head.
Larger humanoid platforms, such as the Asimo [4], HRP [5] and Atlas rob ots,
are an order of magnitude more exp ensive and more complicated to op erate and
maintain. Such large rob ots are less robust b ecause of their complex hardware
structure, and require a gantry in normal use. These f actors limit the use of such
rob ots by most research groups.

3 Hardware Design

The hardware platform was designed in collab oration with igus r GmbH, which
engaged a design bureau to create an app ealing overall aesthetic app earance. The
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Table 1. igus r Humanoid Op en Platform sp eci�cations

Typ e Sp eci�cation Value

General
Physical 92 cm, 6:6 kg, Polyamide 12 (PA12)

Battery 4-cell LiPo ( 14:8 V, 3:8 Ah), 15� 30 min

PC
Pro d uct Gigabyte GB-BXi7-5500, Int el i7-5500U, 2:4� 3:0 GHz

Options 4 GB R AM , 120 GB SSD, Ethernet, Wi-Fi, Blueto oth

CM730
Micro controller STM32F103RE, 512 KB Flash, 64 KB SRAM

Int erfaces 3 � Buttons, 7 � Status LEDs

Actuators
Total 8 � MX-64, 12 � MX-106

Per Limb 2 � MX-64 (he ad ), 3 � MX-64 ( arm), 6 � MX-106 (leg)

Sensors

Enco ders 4096 ticks/rev p er joint axis

IMU 9-axis (L3G4200D, LIS331DLH, HMC5883L)

Camera Logitech C905 (720p), with 150 � FOV w ide-angle lens

main criteria for the design were the simplicity of manufacture, as sembly, main-
tenance and customisation. To satisfy these criteria, a mo dular design approach
was used. Due to the 3D printed nature of the rob ot, parts can b e mo di�ed and
replaced with great freedom. A summary of the main hardware sp eci�cations of
the igus r Humanoid Op en Platform is shown in Table 1.

3.1 Mechanical Structure

The plastic shell serves not only for outer app earance, bu t also as the load-
b earing frame. Th is makes t he igus r Humanoid Op en Platform very light for its
size. Despite its low weight, the rob ot is still very durable and resistant to def or-
mation and b ending. This is achieved by means of wall thickness mo dulation in
the areas more susceptible to damage, in addition to strategic distribution of ribs
and oth er strengthening comp onents, printed directly as part of the exoskeleton.
Utilising the versatile nature of 3D printing, the strengths of t he plastic parts
can b e maximised ex actly wher e th ey ar e n eeded, and not unnecessarily so in
other lo cations. If a weak sp ot is identi�ed through practical exp erience, as in-
deed h ap p ened during testing, the parts can b e lo cally strengthened in the CAD
mo del without signi�cantly impacting the remaining design.

3.2 Robot Electronics

The electronics of the platform are built around an Intel i7-5500U pro cessor, run-
ning a full 64-bit Ubuntu O S. DC p ower is provided via a p ower b oard, where
external p ower and a 4-cell Lithium Polymer (LiPo) battery can b e connected.
The PC commun icates with a Rob otis CM730 sub controller b oard, whose main
purp ose is to electrically interface the twelve MX-106 and eight MX-64 actua-
tors, all connected on a single star top ology Dynamixel bus. Due to a numb er
of reliability and p erformance f actors , we redesigned and rewrote the �rmware
of the CM730 (and CM740). This improved bus stability and error tolerance,
and decreased the time required for the reading out of servo data, while still
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retaining compatibility with the standard Dynamixel proto col. The CM730 in-
corp orates 3-axis gyroscop e and accelerometer sensors, is connected externally
to an additional 3-axis magnetometer via an I 2 C interface, and also connects to
an interface b oard that has three buttons , �ve LEDs and two RGB LEDs.

Further available external connections to the rob ot include USB, HDMI,
Mini DisplayPort, Gigabit Ethernet, IEEE 802.11b/g/n Wi-Fi, and Blueto oth
4.0. The igus r Humanoid Op en Platform is nominally equipp ed with a single
720p Logitech C905 camera b ehind its right eye, �tted with a wide-angle lens. A
second camera can b e optionally mounted b ehind the left eye for stereo vision.

4 Software

The ROS middleware was ch os en as the basis of the software develop ed for the
igus r Humanoid Op en Platform. This fosters mo dularity, visibility, reusability,
and to some degree the platform indep endence. The software was develop ed with
humanoid rob ot so ccer in mind, but the platform can b e used for virtually any
other application. This is p ossible b ecause of the strongly mo dular way in which
the software was written, greatly supp orted by the natural mo dularity of ROS,
and the us e of plugin schemes.

4.1 Vision

The camera driver us ed in the ROS software nominally retrieves images at 30 Hz
in 24bpp BGR format at a resolution of 640� 480. For further pro cessing, the
captured image is converted to the HSV colour space. In our target application of
so ccer, the v is ion pro cessing tasks include �eld, ball, goal, �eld line, centre circle
and obs tacle detection, as illus trated in F ig. 2 [6]. The wide-angle camera used
intro duces signi�cant distortion, which must b e comp ens at ed when pro jecting
image co ordinates into ego centric world co ordinates. We undistort the image
with a Newton-Raphson based approach (top right in Fig. 2). This metho d is
used to p opulate a pair of lo okup tables that allow constant time distortion and
undistortion op erations at runtime. Further comp ensation of pro jection errors
is p erformed by calibrating o�sets to t he p osition and orientation of the camera
frame in the head of the rob ot. This is es sential for go o d pro jection p erformance
(b ottom row in Fig. 2), and is done using the Nelder-Mead metho d.

4.2 State Estimation

State estimation is a vital p ar t of v irt ually any system that utilises closed-lo op
control. The 9-axis IMU on the micro controller b oard is us ed to obtain the 3D
orientation of the rob ot relative to its environment through the means of a non-
linear passive complementary �lter [7]. This � lter returns the full 3D estimated
orientation of the rob ot with use of a novel way of representing orientations�the
fused anglesrepresentation [8]. An immediate application of the results of the
state estimation is the fall protection mo dule, which disables t he torque in order
to minimise stress in all of the s ervos if a f all is imminent.
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Fig. 2. Top: A captured image (left) with ball (pink circle), �eld line (red lines), �eld
b oundary (yellow lines), and goal p ost (blue lines) detections annotated, an d the corre-
sp onding raw captured image with undistortion applied (right). Bottom: Pro jected ball,
�eld line and goal p ost detections b e fore (left) and after (right) kinematic calibration.

4.3 Actuator Control

As with most rob ots, motions p erformed by the igus r Humanoid Op en Platform
are dep endent on the actuator's ability to track their set p osition. This is in�u-
enced by many factors, including battery voltage, joint friction, inertia and load.
To minimise the e�ects of these factors, we apply feed-forward control to the
commanded servo p ositions. This allows the joints to move in a compliant way,
reduces servo overheating and wear, increases battery life, and reduces the prob-
lems p osed by impacts and disturbances [9]. The vector of desired feed-forward
output torques is computed from the vectors of commanded joint p ositions, ve-
lo cities and accelerations using the full-b o dy inverse dynamics of the rob ot, with
help of the Rigid Bo dy Dynamics Library. Each servo in the rob ot is con�gured
to use exclusively prop ortional control. Time-varying dimensionless e�ort values
on the unit interval [0; 1] are used p er j oint to interp olate the current prop or-
tional gain.

4.4 Gait Generation

The gait is formulated in three di�erent p ose spaces: joint space, abstract space,
and inverse space. The joint space simply sp eci�es all joint angles, while the
inverse spacesp eci�es the Cartesian co ordinates and quaternion orientations of
each of the limb en d e�ectors relat ive to the tr unk link frame. The abstract space
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Fig. 3. Dynamic get-up motions, from t he prone (top row) and supine (b ottom row )
lying p ositions, and a still image of t he dynamic kick motion.

however, is a representation that was sp eci�cally develop ed for humanoid rob ots
in the context of walking and balancing.

The walking gait is based on an op en lo op central pattern generated core
that is calculated from a gait phase angle that increments at a rate prop ortional
to the desired gait frequency. This op en lo op gait ex tends the gait of our pr ev i-
ous work [10]. Since then, a numb er of simult an eously op erating basic feedback
mechanisms have b een built around t he op en lo op gait core to stabilise the walk-
ing [11]. The feedback in each of these mechanisms derives from the fused pitch
and fused roll state estimates, and adds corrective action comp onents to the
central pattern generated waveforms in b oth the abstract and inverse spaces [8].

4.5 Motions

Often there is a need for a rob ot to play a particular pre-designed motion.
This is the task of the motion player, which implements a nonlinear keyframe
interp olator that connects rob ot p oses and smo othly interp olates joint p ositions
and velo cities, in addition to mo dulating the joint e�orts and supp ort co e�cients.
This allows the actuator control s cheme to b e used meaningfully during motions
with changing supp ort conditions. To create and edit the motions, a tra jectory
editor was develop ed for the igus r Humanoid Op en Platform. All motions can b e
edited in a user-friendly environment with a 3D preview of the rob ot p oses. We
have designed numerous motions including kicking, waving, balancing, get-up,
and other motions. A still image of the kicking motion is shown in Fig. 3 along
with the get-up motions of the igus r Humanoid Op en Platform, from the prone
and supine p ositions.

5 Reception

To date we have built seven igus r Humanoid Op en Platforms, and have demon-
strated them at the Rob oCup and various indust rial trade fairs. Amongst others,
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Fig. 4. Example human interactions with the igus r Humanoid Op en Platform, includ-
ing wavin g to children (left), an d face tracking (middle).

this includes demonstrations at Hannover Messe in Ger many, and at the Interna-
tional Rob ot Exhibition in Tokyo, where the rob ots had the opp ortunity to show
their interactive side (see Fig. 4). Demonstrations ranged from expressive and
engaging lo oking, waving and idling motions, to visitor face tracking and hand
shaking. The rob ots have b een obs erved to spark interest and pro duce emotional
resp onses in the aud ience.
Despite the recent design and creation of the platform, work groups have

already taken inspiration from it, or even directly used the op en-source hardware
or software. A go o d example of this is the Humanoids Engineering & Intelligent
Rob otics team at Marquette University w ith their MU-L8 rob ot [12]. In their
design they combined b oth an aluminium frame from the NimbRo-OP and 3D
printed parts similar to those of the igus r Humanoid Op en Platform, as well
as using ROS-based control software inspired by our own. A Japanese rob otics
business owner, Tomio Sugiura, started printin g parts of the igus r Humanoid
Op en Platform on an FDM-typ e 3D printer with great success. Naturally, the
platform also inspired other humanoid so ccer teams, such as the WF Wolves [13],
to improve up on their own rob ots. The NimbRo-OP, which was a prototyp e for
the igus r Humanoid Op en Platform, has b een successfully used in research f or
human-rob ot interaction research at the University of Hamburg [14]. We recently
sold a set of printed parts to the University of Newcastle in Australia and await
results of their work.
In 2015, the rob ot was awarded the �rst Rob oCup Design Award, based on

criteria such as p erformance, simplicity and ease of use. At Rob oCup 2016, the
platform also won the �rst International HARTING Op en Source Prize, and was
a fundamental part of the winning TeenSize so ccer team. These achievements
con�rm that th e rob ot is welcomed and app reciated by the community.

6 Conclusions

Together with igus r GmbH, we have worked for thr ee years to create and improve
up on an op en platform that is a�ordable, versatile and easy to use. The igus r

Humanoid Op en Platform provides users with a rich set of features, while still
leaving ro om for mo di�cations and customisation. We have released the hardware
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in the form of print-ready 3D CAD �les 2 , and uploaded the software to GitHub 3 .
We hop e that it will b ene�t other research groups, and encourage them to publish
their results as contributions to th e op en-source community.
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